Lecture Outline, Chapter 1, Management Science, ASW10

(Numbers in parentheses are page numbers)

Two other widely known and accepted names for management science are operations research and decision science. (p. 2)

The scientific management revolution of the early 1900s, initiated by Fredrick W. Taylor, provided the foundation for the use of quantitative methods in management.  (2)

Probably the most significant development was the discovery by George Dantzig, in 1947, of the simplex method for solving linear programming problems.  (2)

Problem solving can be defined as the process of identifying a difference between the actual and the desired state of affairs. (3)

Decision making is the term generally associated with the first five steps of the problem‑solving process (3)

Problems that involve more than one criterion are referred to as mulitcriteria decision problems. (3-4)

The five steps of the decision making process (4,5)

Define the problem

Identify the alternatives

Determine the criteria

Evaluate the alternatives

Choose an alternative 

The seven steps of the problem solving process (3, 5)

Define the problem

Identify the alternatives

Determine the criteria

Evaluate the alternatives

Choose an alternative

Implement the decision

Evaluate the results

If a manager has had experience with similar problems, or if the problem is relatively simple, heavy emphasis may be placed upon a qualitative analysis.  However, if the manager has had little experience with similar problems, or if the problem is sufficiently complex, then a quantitative analysis of the problem can be an especially important consideration in the manager’s final decision.  (4-5)

Models are representations of real objects or situations.  (7) 

Physical replicas are referred to as iconic models. (7)

Models that are physical in form but do not have the same appearance as the object being modeled are referred to as analog models. (7)

A model that represents a problem by a system of mathematical relationships or expressions is referred to as a mathematical model. (7)

The purpose, or value, of any model is that it enables us to make inferences about the real situation by studying and analyzing the model. (7)

A mathematical expression that describes the problem’s objective (such as maximization of profit or minimization of cost) is referred to as the objective function. (8)

Suppose management is trying to decide how many tables to make in order to maximize profit.  If P = 10 T … where P is total profit, 10 is the profit from one table and T is the number of tables to make, then the objective function is simply stated as:


Max 10 T

A restriction on the problem, such as production capacity, is referred to as a constraint.  (7)

In the formula above, 10 T can be made endlessly bigger just by increasing T, the number of tables.  But in the real world, there are always reasons why a business can’t just increase T all it wants – not enough factories, not enough money for raw materials, certainly not enough customers to absorb endless amounts of T.  The business has constraints or restrictions on T.  Suppose we find out that the factory only runs 40 hours (a week) and it takes 5 hours to make a table.  That is a “capacity constraint,’ which is expressed mathematically as:

5 T ( 40.

We usually write “subject to” (or just s.t.) in front of the first constraint, so the whole model looks like:

Max 
10 T

s.t.
5 T ( 40

If a particular decision alternative does not satisfy one or more of the model constraints, the decision alternative is rejected as being an infeasible solution.  (11)

Feasible means “possible;” infeasible means “impossible.”  In the example above T = 12 is an infeasible solution since it “breaks the rule,” i.e., violates the capacity constraint.  12 is not a possible answer.

If all the constraints are satisfied, the decision alternative is called a feasible solution. (11)

In the example above, T = 6 is a feasible solution, it “breaks no rules.”  It is not the “best answer,” but it is a possible answer.

The specific decision variable value or values that provide the “best” output for the model is called the optimal solution.  (10-11)

In the example above, it is pretty obvious that T = 8 is the “best” answer you can have.  It is the optimal solution.

Environmental factors that are not under the control of the manager or decision maker are referred to as uncontrollable inputs.  (8)

These are “the givens.”  In the example above 5 and 40 are supposed to be the uncontrollable inputs.  They are “given” restrictions, fixed numbers about which management has no choice.

Controllable inputs are the decision alternatives specified by the manager and thus are also referred to as the decision variables.  (8)

These are the numbers about which management DOES have a choice.  In the example above, T, the number of tables to make, is the controllable input.  The whole point of the model is that management is trying to decide how many tables to make in order to maximize profit.

If all the uncontrollable inputs to a model are known and cannot vary, the model is referred to as a deterministic model. (9)

If any of the uncontrollable inputs are uncertain and subject to variation, the model is referred to as a stochastic model or a probabilistic model. (9)

Successful implementation of results is of critical importance to the management scientist as well as the manager.  (12)

Total profit equals total revenue minus total cost, i.e., P = R – C (15)

The volume that results in total revenue equaling total cost is called the breakeven point. (15)

Goal programming is a technique for solving multicriteria decision problems, usually within the framework of linear programming. (17)

